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One way to get beyond the hype*' is to consider some relevant narratives from the
history of human culture that shape the current public discussion about AI. This is not the
first time that people have asked questions about the future of humanity and the future of
technology. And, however exotic some ideas about AI may appear, we can explore
connections with rather familiar ideas and narratives that are present in our collective
consciousness, or more precisely, the collective consciousness of the West.

First, there is a long history of thinking about humans and machines or artificial
creatures, in both Western and non-Western cultures. The idea of creating living beings
from inanimate matter can be found in creation stories in Sumerian, Chinese, and Jewish,
Christian, and Muslim traditions. The ancient Greeks already had the idea of creating
artificial humans, in particular artificial women. < H>

These narratives come not only from myths: in his book Automata, the Greek
mathematician and engineer Hero of Alexandria (ca. 10-ca. 70 CE) published descriptions
of machines that made people in temples believe they were seeing acts of the gods. <H&>
But fictional stories in which machines become human-like especially fascinate us.
Consider, for example, the legend of the Golem: a monster made of clay created by a rabbi*?
in the sixteenth century, which then gets out of control. Here we encounter an early version
of the control problem. The myth of Prometheus is also often interpreted in this way: he
steals fire from the gods and gives it to humans, but is then punished. His eternal torment
is to be bound to a rock while every day an eagle eats his liver. The ancient lesson was to
warn of hubris*?: such powers are not meant for mortals.

However, in Mary Shelley’s Frankenstein — which has the telling subtitle The Modern
Prometheus — the creation of intelligent life from lifeless matter becomes a modern
scientific project. The scientist Victor Frankenstein creates a human-like being from the
parts of corpses, but loses control over his creation. Whereas the rabbi can still control the
Golem in the end, that is not so in this case. Frankenstein can be seen as a Romantic novel
that warns of modern technology, but it is informed by the science of its day. For example,
the use of electricity — then a very new technology — plays an important role: it is used to
animate the corpse. It also makes references to magnetism and anatomy. Thinkers and
writers at the time debated about the nature and origin of life. What is the life force? Mary
Shelley was influenced by the science of her day. The story shows how nineteenth-century
Romantics were often fascinated by science, as much as they hoped for poetry and literature
to liberate us from the darker sides of modernity. The novel should not necessarily be seen

as against science and technology: the main message seems to be that scientists need to take
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responsibility for their creations. The monster runs away, but it does so because its creator
rejects it. This lesson is important to keep in mind for the ethics of AI. Nevertheless, the
novel clearly stresses the danger of technology that goes wild, in particular the danger of
artificial humans running amok**. This fear resurfaces in contemporary concerns about Al
getting out of control.

Moreover, as in Frankenstein and the Golem legend, a narrative of competition emerges:
the artificial creation competes with the human. This narrative continues to shape our
science fiction about AI, but also our contemporary thinking about technologies such as AI
and robotics. Consider the 1920 play R.U.R.*® which is about robot slaves that revolt against
their masters, the already-mentioned 2001: A Space Odyssey™® from 1968 in which an AI
starts killing the crew in order to fulfill its mission, or the 2015 film Ex Machina, in which AT
robot Ava turns on its creator. The Terminator films also fit this narrative of machines
turning against us. The science-fiction writer Isaac Asimov called this fear “the Frankenstein
complex”: fear of robots. This is also relevant to AI today. It is something scientists and
investors have to deal with. Some argue against it; others help to create and sustain the
fear. I've already mentioned Musk®’. Another example of an influential figure who has
spread fear about Al is physicist Stephen Hawking, who said in 2017 that the creation of AI
could be the worst event in the history of our civilization. The Frankenstein complex is

widespread and deeply rooted in Western culture and civilization.
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